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ABSTRACT: Transition metal dichalcogenides (TMDC) like
MoS2 are promising candidates for next-generation electric and
optoelectronic devices. These TMDC monolayers are typically
synthesized by chemical vapor deposition (CVD). However, despite
significant amount of empirical work on this CVD growth of
monolayered crystals, neither experiment nor theory has been able
to decipher mechanisms of selection rules for different growth
scenarios, or make predictions of optimized environmental
parameters and growth factors. Here, we present an atomic-scale
mechanistic analysis of the initial sulfidation process on MoO3
surfaces using first-principles-informed ReaxFF reactive molecular
dynamics (RMD) simulations. We identify a three-step reaction
process associated with synthesis of the MoS2 samples from MoO3
and S2 precursors: O2 evolution and self-reduction of the MoO3
surface; SO/SO2 formation and S2-assisted reduction; and sulfidation of the reduced surface and Mo−S bond formation. These
atomic processes occurring during early stage MoS2 synthesis, which are consistent with experimental observations and existing
theoretical literature, provide valuable input for guided rational synthesis of MoS2 and other TMDC crystals by the CVD process.
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Two-dimensional and layered materials have unique electric
and optoelectronic characteristics, distinct from their bulk

phases due to the existence of relatively weak interlayer
interactions and two-dimensional quantum confinement.1−3

Graphene was the first to be considered a real two-dimensional
material,6 and it has been extensively studied for nanoscale
applications.4,5 Two-dimensional semiconducting crystals like
MoS2 monolayer are promising candidates for next-generation
electronic devices (e.g., ultrathin channel materials) primarily
due to (a) the high abundance of molybdenite and the
associated low cost, (b) greater carrier mobility than conven-
tional Si-based devices, and (c) nonzero bandgaps, unlike
graphene.6−8 In addition, MoS2 monolayer can be applied to
flexible substrates because of its exceptional mechanical
properties9−12 and can provide active edge sites for the
hydrogen evolution reaction.13 MoS2 samples for bench-scale
devices and experiments are typically synthesized via
mechanical exfoliation or chemical vapor deposition
(CVD).14−16 Of these two methods, CVD is the only method
that can be scaled up for mass production of monolayered
crystals required into consumer applications. While several
previous studies have demonstrated the growth of MoS2 layers
from different precursors and have provided qualitative

information about reaction pathways leading to crystal
growth,17−23 deciphering selection rules for different growth
scenarios to make predictions of optimized environmental
parameters and growth factors has remained unclear. This is
primarily due to a lack of understanding of mechanistic
processes by which the CVD growth of MoS2 monolayer is
achieved. Computational modeling, particularly reactive molec-
ular dynamics (RMD) simulations, can provide useful insights
into interfaces24 and surface−gas interactions25 on model
systems down to atomic length scales. In this work, we perform
RMD simulations for computational synthesis of MoS2
structures using MoO3 surfaces and gaseous S2. Our goal is
to identify the atomic-level mechanism for the growth of MoS2
phases by the sulfidation of MoO3 crystals. The subsequent
sections describe the computational methodology for RMD
simulations followed by a discussion of the observed
mechanism for the reaction between MoO3 and S2 to form
MoS2.

Received: April 24, 2017
Revised: June 29, 2017
Published: July 3, 2017

Letter

pubs.acs.org/NanoLett

© 2017 American Chemical Society 4866 DOI: 10.1021/acs.nanolett.7b01727
Nano Lett. 2017, 17, 4866−4872

D
ow

nl
oa

de
d 

vi
a 

U
N

IV
 O

F 
SO

U
T

H
E

R
N

 C
A

L
IF

O
R

N
IA

 o
n 

Se
pt

em
be

r 
12

, 2
02

2 
at

 1
4:

01
:4

5 
(U

T
C

).
Se

e 
ht

tp
s:

//p
ub

s.
ac

s.
or

g/
sh

ar
in

gg
ui

de
lin

es
 f

or
 o

pt
io

ns
 o

n 
ho

w
 to

 le
gi

tim
at

el
y 

sh
ar

e 
pu

bl
is

he
d 

ar
tic

le
s.

pubs.acs.org/NanoLett
http://dx.doi.org/10.1021/acs.nanolett.7b01727


Empirical reactive methods such as the COMB26,27 and
ReaxFF28 potentials allow for large-scale RMD simulations with
a well-documented variable-charge scheme.29 In this study,
ReaxFF reactive force field parameters for Mo/O and Mo/S
interactions were extracted from Chenoweth et al.30 and
Ostadhossein et al.,31 respectively, and then reoptimized to
more accurately describe reaction events between the MoO3
surface and S2 molecules. In addition, ReaxFF reactive force
field parameters for S/O interactions, successfully applied to a
previous study,32 were taken to capture CVD processes; the
Supporting Information includes quantum mechanical (QM)
data used for a ReaxFF force field training set and results of the
force field reoptimization. Detailed information on ReaxFF and
its applications is available in review papers.33,34 ReaxFF force
field parameters were then coupled with RMD simulations.
Small integration time steps of 0.25−0.30 fs were used with the
NVT ensemble to properly describe chemical reactions. To
control system temperatures, the Nose−Hoover thermostat35,36
with a temperature damping constant of 25.0 fs was applied to
the whole system including gas and surface models. We
simulated a MoO3 layer supported on an Al2O3 substrate,
exposed to S2 atmosphere, following a recent experimental
setup (Figure 1a).21 All simulations were done on a simulation

cell of lateral dimensions (47.09 Å × 45.57 Å) containing one
monolayer of MoO3 (∼6 Å thick) supported on an Al2O3
(0001) surface (∼15 Å thick); the Al2O3 surface serves as a
substrate, while MoO3 surface provides Mo sources on the
substrate for the growth of MoS2 structures. This combined
surface structure, consisting of the α-MoO3(001) surface (1152
atoms) supported by the α-Al2O3(0001) surface (3375 atoms)

was relaxed using a conjugate gradient method, followed by
thermal equilibration at 500 K for 125 ps, and then cooled
down to 100 K for 25 ps. This simulation schedule leads to a
model of a MoO3 predeposited on Al2O3, consistent with
experimental studies.21,37 For CVD synthesis of atomically thin
MoS2 layers, both MoO3 and S powders are generally employed
as initial reactants. However, the experimental studies in refs 21
and 37 indicated that wafer-scale MoS2 layers with great
uniformity can be effectively synthesized by using a
predeposited MoO3 surface, instead of vaporized MoO3
power, as a starting material. Thus, we chose to use the
predeposited MoO3 surface on the Al2O3 surface for RMD
simulations. Although our simulation model is dissimilar to the
one from experimental methods typically using MoO3 and
sulfur powders,38,39 our study still provides key reaction events
for the sulfidation of MoO3 that eventually enables us to
understand the conventional CVD process of MoS2 layers.
Furthermore, as discussed above, our simulation model is
consistent with the experimental setup that used the MoO3
predeposited on Al2O3 substrate, thus providing a better
understanding of reaction mechanisms for the sulfidation of the
MoO3 surface using S2 gas molecules. For CVD simulations, we
placed the surface model along with gaseous S2 in vacuum
layers of 100 Å. In doing so, CVD processes can be reproduced
by our RMD simulations using chemical reactions of the MoO3
surface and S2 gas molecules. In light of relatively high
temperatures during our ReaxFF-RMD simulations (up to 2300
K), compared to experimental CVD conditions (∼1200 K),40,41
a one-body spring force was added to each atom in the α-
Al2O3(0001) surface to prevent interdiffusion of the Al2O3 and
MoO3. This ensures that the α-Al2O3(0001) surface behaves as
a nonreactive surface for our RMD simulations. In addition, a
periodic boundary condition was used in the x- and y-
directions, while a wall boundary condition was applied to the
z-direction to prevent the diffusion of gas-phase atoms across
the boundary and potentially reacting with the bottom of the α-
Al2O3 surface.
Our RMD simulations identify a three-step reaction pathway

for the synthesis of MoS2 crystals by the sulfidation (by S2 gas)
of MoO3 monolayers: 1. O2 evolution and self-reduction of the
MoO3 surface; 2. SO/SO2 formation and S2-assisted reduction;
3. Sulfidation of the reduced surface and Mo−S bond
formation. This section reports the three reaction processes
stepwise.

O2 Evolution and Self-Reduction of the MoO3 Surface.
To elucidate the surface chemistry of MoO3(001) at high
temperatures, the MoO3/Al2O3 surface (see Figure 1a) was
heated from 100 to 2000 K at a heating rate of 0.002 K/fs.
Figure 1b shows the number of O2 gas molecules evolved from
the MoO3 surface as a function of the instantaneous
temperature of the system, described by the ReaxFF-RMD
simulations. O2 evolution begins at approximately 1300 K,
which lies above the reported melting point and below the
sublimation point of the MoO3 crystal,42 suggesting that O2
evolution occurs from a disordered, noncrystalline MoO3
structure. Our RMD simulations show that O2 molecules are
predominantly generated due to the cleavage of the terminal
MoOt double bonds or the weaker, asymmetric bridging
Mo−O−Mo bonds in-plane. Basically, our ReaxFF description
has shown its ability to reasonably describe bulk properties and
thermal stabilities of α-phase MoO3 crystal structure, consistent
with experimental and density functional theory (DFT)
literature (see Supporting Information for details of ReaxFF

Figure 1. (a) Initial configuration of the MoO3/Al2O3 surface. The
surface was annealed at 500 K for 125 ps and cooled down to 100 K
for 25 ps. (b) Number of O2 gas molecules evolved from the MoO3
surface as a function of instantaneous temperature, and corresponding
RMD snapshots at 0, 1300, and 2000 K. The black circle in the
snapshot at 1300 K represents the onset of O2 evolution.
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reactive force field validation). In addition, based on previous
experimental observations,43 the O-termination site in crystal-
line MoO3 is known to be the most reactive entity, thus
preferably reacting with each other and leading to O2 evolution.
Namely, the mechanisms for O2 evolution and MoO3 reduction
by our RMD simulations are in excellent agreement with
experimental observations in ref 43 as follows:

− → − + ↑− +
2 Mo O 2 Mo O (g)n n

t
( 1)

2 (1)

− → − + ↑+ − +
Mo ( O ) Mo O (g)n n

t 2
( 2)

2 (2)

To evaluate the unit processes involved in O2 evolution from
the MoO3 surface in more detail and to quantify the effect of
structural disorder on O2 evolution, we performed ReaxFF-
nudged elastic band (ReaxFF-NEB) calculations to evaluate
activation barriers. Specifically, we compared reaction paths
calculated for identical O2 evolution reactions on MoO3
surfaces at low and high temperatures. Low-temperature
surface structures correspond to the 0 K ground state structure
of the MoO3(001) surface, while high-temperature structures
are constructed from snapshots of the RMD simulations at an
instantaneous temperature of 2000 K. Figure 2 demonstrates

that O2 evolution from the distorted high-temperature surface
is moderately exothermic (ΔE = −0.30 eV) and has an
activation barrier of 0.41 eV, in contrast to the crystalline
ground-state surface, which shows a high endothermicity and a
high activation barrier (ΔE = 1.87 eV, Ea = 3.76 eV) that
renders O2 evolution kinetically and energetically unfavorable at
low temperatures. These results suggest that high-temperature-
induced structural distortion is necessary for O2 evolution,
which leads to the generation of unsaturated Mo sites on the
MoO3 surface for subsequent sulfidation.
To investigate the kinetics of the thermal reduction process

on MoO3 surfaces, we held the MoO3/Al2O3 surface described
previously at a high temperature of 2000 K for 775 ps, and
followed the O2 evolution process as a function of time. As
shown in Figure 3a, the number of O2 gas molecules displays

monotonic exponential kinetics, leading to a partially reduced
MoO2.6 surface at 775 ps. Figure 3b shows the histogram for
coordination number for Mo atoms in the MoO3 surface at t =
0 and t = 775 ps. O2 evolution during the high-temperature
annealing process causes the 6-fold coordinated Mo atoms at
low temperature to become undersaturated 5-fold, 4-fold, and
3-fold coordinated Mo atoms (i.e., self-reduction), which act as
reaction sites for subsequent sulfidation reactions.

SO/SO2 Formation and S2-Assisted Reduction. To
investigate whether the undersaturated Mo atoms activate
toward subsequent sulfidation, we performed first-principles
QM calculations based on DFT. Section 2.3 in the Supporting
Information shows DFT-based nudged elastic band (DFT-
NEB) calculations of S2 adsorption on a MoO3(010) with an
O-vacancy. The DFT-NEB calculations were also used to
validate the ReaxFF force field. The ReaxFF-NEB results on
reaction barrier (0.22 eV) and energy (−1.11 eV) for the S2
adsorption on the MoO3 (010) with an O-vacancy
quantitatively agree with our DFT-NEB calculations, thus
validating the ReaxFF force field for this key reaction. The
relatively low barrier and high exothermicity suggest that the
reduced MoOx surface is necessary for making sulfidation
reactions preferable.
Based on this observation, the reduced MoO2.6/Al2O3 surface

from the previous section was then placed in contact with an
atmosphere of 400 S2 gas molecules in the simulation cell
(corresponding to a density of S2 gas: 0.23 g/cm3) to perform
ReaxFF-RMD simulations of the sulfidation process. Figure
4a,b shows the initial and final snapshots of the ReaxFF-RMD
simulations at 2300 K, respectively. After 1.2 ns, it is worth
noting that S2 gas molecules reacted with the MoO2.6 surface,
leading to the formation of SO and SO2 gas products (inset in
Figure 4b). Based on trajectories of the ReaxFF-RMD
simulations, the primary reaction mechanisms for SO and
SO2 formation can be summarized as follows:

Figure 2. ReaxFF-NEB calculations of reaction paths for the O2
evolution at the MoO3 surface structure 0 K (black hollow square) and
2000 K (red hollow circle). Blue arrows represent O atoms
participating in the O2 evolution; one originates from the O-
termination site and the other one from the Mo−O−Mo bridge).
Note that the distorted MoO3 structure (2000 K) lowers the largest
reaction barrier to 0.41 eV and changes the reaction to exothermic
(−0.30 eV), making the O2 evolution favorable thermodynamically
and kinetically (cyan balls and sticks, Mo atoms; red balls and sticks, O
atoms).

Figure 3. ReaxFF-RMD simulations of O2 evolution from a MoO3
surface held at 2000 K. (a) Number of O2 gas molecules evolved as a
function of time at 2000 K. (b) Histogram of coordination number of
Mo atoms in the MoO3 surface in the low-temperature, stoichiometric
crystal (blue) compared with the reduced surface after 750 ps of
reduction at 2000 K. At 100 K (0 ps), most Mo-coordination consisted
of 6-coordination (a small portion of 5- and 4-coordination was also
observed because the initial MoO3/Al2O3 surface was thermally
equilibrated at 500 K and thus the atoms’ positions were rearranged).
At 2000 K (775 ps), the 6-coordination was reduced to 5-, 4-, and 3-
coordiation, indicating that the number of unsaturated Mo atoms
increased.
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− = * + − * → − − * + − *

+ ↑

 Mo S Mo O Mo S Mo

SO(g)
2 t

(3)

− * + → − * + ↑ Mo O SO(g) Mo SO (g)t 2 (4)

where an asterisk represents a surface species. S2 molecules
were found to participate both in the further reduction of the
MoO2.6 structure as well as the sulfidation of the reduced
surface, thus validating mechanisms hypothesized in a previous
experimental study.44 In addition, the reaction mechanisms
described by our RMD simulations were qualitatively consistent
with a previous study22 reporting that MoO3 reactants are
reduced by sulfur gas to form oxysulfide species (MoOxSy),
resulting in the formation of SOx products. Consequently, the
MoO2.6 surface transformed to a MoO1.99S0.24 surface structure
(Table 1). To support the robustness of the ReaxFF description
for describing the surface reactions above, we constructed
ground-state structures containing S2/MoO3 surface inter-
actions: S2 dissociation on the MoO3 surface and SO2
desorption from the MoO3 surface. Then, DFT- and ReaxFF-
NEB calculations were conducted to investigate reaction
energies and barriers (see Supporting Information for details
of DFT-NEB calculations). As shown in Figure 5a,b, the
reaction barriers and energies of the above cases, as proposed

by the ReaxFF-NEB calculations, were quantitatively consistent
with the DFT-NEB calculations, thus validating the ability of
the ReaxFF description to properly capture reaction events
between S2 gas and the MoO3 surface. The ReaxFF-NEB results
indicate that S2 dissociation on the MoO3 surface is somewhat
endothermic (reaction energy of 0.15 eV) with a mild barrier

Figure 4. Snapshots of sulfidation at the MoO2.6/Al2O3 surface
described by the ReaxFF-RMD simulations (a) at 0 ns and (b) at 1.2
ns. Note that 97% of gas products consists of SO molecules (3% for
SO2 molecules).

Table 1. Surface Structures of MoOxSy Obtained by the Stepwise ReaxFF-RMD Simulationsa

number of atoms of each species on the
reacting surface

simulation step temperature (K) accumulated time (ns) Mo O S surface composition

initial 0 0.000 288 864 0 MoO3

annealing 2000 0.775 288 748 0 MoO2.60

sulfidation 2300 1.975 286 571 70 MoO1.99S0.24
sulfidation 2300 3.175 286 539 99 MoO1.88S0.35
sulfidation 2300 7.975 263 447 147 MoO1.70S0.56
cooling 300 8.125 263 447 147 MoO1.70S0.56

aAn annealing process was conducted for the first 0.775 ns, followed by a sulfidation process for a further 7.200 ns. Subsequently, the surface
structure was cooled down to 300 K for 0.150 ns. During the sulfidation process, all gas products were removed, and intact S2 gas molecules were
added every 1.2 ns. Note that the initial MoO3 surface structure converted to a MoO1.70S0.56 surface structure at the accumulated time of 8.125 ns.

Figure 5. ReaxFF-NEB calculations of reaction paths for (a) S2
dissociation from the O-vacancy site on the MoO3 surface and (b)
SO2 desorption from the O-vacancy site on the MoO3 surface. The
initial MoO3 surface structure was taken from the ground state
structure. Reaction barriers and energies from the DFT-NEB
calculations (blue parentheses) indicate that the ReaxFF can correctly
capture reaction events associated with S2/MoO3 interactions (cyan,
Mo atoms; red, O atoms; yellow, S atoms).
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(0.66 eV), and that the SO2 desorption from the MoO3 surface
is a much more unfavorable reaction, as the total energy
increased to 1.34 eV. As such, one can expect that surface
reactions associated with SO2 formation will be energetically
unfavorable compared with SO formation. These analyses can
aid in explaining the observation of a relatively large number of
SO gas products (97% of gas products), compared to that of
the SO2 gas products (3% of gas products) during the ReaxFF-
RMD simulations at 2300 K. Therefore, we suggest that further
reduction and sulfidation of the MoO2.6 surface can be achieved
by two reaction processes at high temperatures: primarily SO
formation, followed by SO2 formation.
Sulfidation of the Reduced Surface and Extensive

Mo−S Bond Formation. To further observe Mo−S bonds
formation, we extended our ReaxFF-RMD simulations for the
sulfidation at the partially reduced and partially sulfurized
MoO1.99S0.24 surface from the previous section for a further 6.0
ns, after which the final surface structure was cooled down to
100 K for additional 0.15 ns. In order to simulate the flow of
the gas phase over the reacting surface in CVD growth
conditions, all gas molecules in the simulation cell were purged
every 1.2 ns and replaced with pure S2 molecules. Figure 6a
shows a final snapshot of the surface structure from the
ReaxFF-RMD simulations. As shown in Table 1, the final
structure at an accumulated reaction time of 8.125 ns
corresponds to a MoO1.70S0.56 surface, indicating that further
O atoms in the MoOxSy surface were substituted by S atoms
and additional S2 molecules chemisorbed on the MoOxSy
surface. It is interesting to note that, during the ReaxFF-
RMD simulations of the sulfidation process, significant voids on
the Al2O3 substrate were generated as the initial MoO3 surface

structure converted to the MoO1.70S0.56 surface structure,
resulting in the Mo atoms’ migration and reorganization on
the Al2O3 substrate (see Figure 6b,c). These results are
consistent with the early stage of the sulfidation process at the
MoO3 predeposited sapphire substrate by Taheri et al.37 Their
experimental study reported that the growth of MoS2
monolayer involved not only S substitutions on the MoO3

surface but also Mo atoms’ redistribution, and thus, voids were
observed when forming discrete MoS2 triangles. In addition,
Mo/S configurations on the final MoO1.70S0.56 surface structure
qualitatively matched with a portion of monolayered MoS2
crystal structure; the Mo/S structures from the ReaxFF-RMD
simulations exhibit a proportion of S-termination, Mo−S−Mo
bridge, and MoS2 edge structures, as shown in Figure 6d−f,
respectively. Based on our observations, it is expected that
when exposing to more S2 gas flow, surface structures like
stoichiometric MoS2 crystals can be synthesized. While further
growth and follow-up crystallization of MoS2 monolayers will
be studied in the future, the present ReaxFF-RMD simulations
confirm that the initial sulfidation process of the MoO3 surface
is achieved by three reaction steps.
In summary, we investigated the computational synthesis of

MoS2 layers from deposited MoO3 and gaseous S2 precursors
using ReaxFF-RMD simulations with reoptimized force field
parameters for Mo/O/S. The ReaxFF-RMD simulations
demonstrated that a portion of the MoS2 species can be
synthesized via a three-step reaction mechanism: 1. O2

evolution and self-reduction of the MoO3 surface, 2. SO/SO2

formation and S2-assisted reduction, and 3. Sulfidation of the
reduced surface and Mo−S bond formation. The atomic
resolution of the RMD simulations allows us to elucidate

Figure 6. (a) Snapshot of the RMD simulation cell at 8.125 ns. (b,c) Top views of the MoO3 (0 ns) and MoO1.70S0.56 surface (8.125 ns) structures,
respectively; Al and O atoms in the Al2O3 layer are hidden for clarity. Significant voids were observed on the MoO1.70S0.56 surface due to Mo atoms’
redistribution during the reduction and sulfidation processes. (d−f) Close-ups of Mo−S termination, Mo−S−Mo bridge, and Mo(S2)2 edge
structures, respectively, as highlighted in (c). Note that three structures describe a small portion of MoS2 structures, which can be further grown to
form MoS2-like crystals (cyan balls and sticks, Mo; lime balls and sticks, Al; red balls and sticks, O; yellow balls and sticks, S).
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important details about the synthesis process, like the
requirement of a disordered surface structure, and the dual
role of S2 molecules as reducing and sulfidizing agents. In that
sense, our approach opens a promising direction to explore
complex reaction processes for synthesis of MoS2 monolayers,
and other two-dimensional materials.
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